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THE ROUGH INTUITION
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p>.05

Blame: 41 /100



SACRIFICIAL DILEMMATA

Is it wrong for her to kill 1 so as to save 4?

Malle et al. (2015). Sacrifice one for the good of many? 
Proc. of ACM/IEEE Int. Conf. on HRI 



48% deem killing 1 to save 4 wrong
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48% deem killing 1 to save 4 wrong

13% deem killing 1 to save 4 wrong

Malle et al. (2015). Sacrifice one for the good of many? 
Proc. of ACM/IEEE Int. Conf. on HRI 

SACRIFICIAL DILEMMATA

p<.05



THOUGHT

‣ Ascribing moral blame to an artificial agent is clearly nonsense 
(it’s still a very interesting and important phenomenon). 

‣ But could it be that certain actions are wrong for humans yet 
right for AI systems?

‣ (The wrongness data basically got no attention at all). 



FAILED REPLICATIONS

Wrong (n=140, UK)
Replication Attempt

ns

Wrong (n=157, US)
Malle et al. (2015)

*



RECENTLY, ANOTHER ATTEMPT
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SACRIFICIAL DILEMMATA

Kamm, F.  (1993): Morality, Mortality (Vol.1). OUP
Voorhoeve, A. (2014). How Should We Aggregate Competing Claims? Ethics

Utility maximizing Fairness maximizing

General point: People are partial aggregators - small utility differences should not 
impact moral assessment. 

Kneer & Viehoff (2025): The Hard Problem of AI Alignment. ACM FaccT



SACRIFICIAL DILEMMATA

2/3 1/3

1/2 1/2
p<.05

Utility maximizing Fairness maximizing

180 (198)
87 43

Kneer & Viehoff (2025): The Hard Problem of AI Alignment. ACM FaccT



REPLICATIONS

‣ Several replications; significant and pronounced effects
‣ People think that AI should maximize fairness much more than 

human agents should. 
‣ Suggests that AI should promote different values than human 

agents (Value Forks). 



VALUE FORKS & AI ALIGNMENT



VALUE FORKS

‣ Value Forks arise if what is morally desirable/right/should be 
done depends on agent-type (human v. AI). 



AI ALIGNMENT

‣ AI Alignment (Russell, 2019; Gabriel, 2021): Getting AI 
applications to produce outputs consistent with human values. 
‣ For instance: Don’t kill us. 
‣ But also: Be a responsible conversational partner. 

‣ But if value forks exist, what should we align AI to? 



VALUE FORKS

Ethics (Normative Questions)
‣ Should AI agents sometimes act differently from humans?
‣ If so, to which values should AI be aligned? 

Moral Psychology (Descriptive Questions)
‣ Do people think that, in certain situations, AI agents should act differently 

from human agents? 
Computer Science  

‣ How do value forks constrain algorithm choice?
Politics & Law

‣ Must policy-makers investigate value forks, and whom should they rely 
on (experts v. laypeople)?



SCOPE

‣ Value forks can arise not only for questions of moral concern, 
but wherever AI behavior is subject to normative evaluation. 

‣ One example: Outputs of LLMs.



PART II
ALIGNMENT OF LLMS



ALIGNMENT OF LLMS

‣ LLMs (e.g. GPT4) produce a probability distribution for bits of 
subsequent text. 

‣ Likely bits of text are not necessarily bits of text we like.
‣ Reinforcement learning due to human feedback (RLHF) makes 

such bits of text more likeable. 



FINE-TUNING OF LAMDA
(THE FOUNDATIONAL MODEL OF BARD/GEMINI)











ALIGNMENT OF LAMDA

‣ Types of content (e.g. health & safety claims, financial advice)
‣ Style (politeness, obscenity etc.)
‣ “Bias” (i.e. discriminatory against marginalized groups)
‣ Epistemic status (falsity, against expert consensus, conspiracy 

theories)



QUESTIONS

‣ What should the criteria of alignment be? 
‣ What are good processes of determining them? 
‣ Who should decide? 
‣ How should the appropriate criteria be implemented in RLHF?



NORMS OF ASSERTION



NORMS OF ASSERTION

Assertions: Speech acts by means of which we share beliefs. 
Q: In what epistemic condition must a speaker be to assert p?



NORMS OF ASSERTION

Assertions: Speech acts by means of which we share beliefs. 
Q: In what epistemic condition must a speaker be to assert p?

The single most important question in the 
fake news/misinformation debate. 



KEY QUESTION

‣ When can you make a certain claim p? (e.g. ‘It’s raining in 
Paris.’) 



ACCOUNTS

‣ Belief: Assert that p only if you believe that p. 
‣ Bach 2008, Bach & Harnish 1979



ACCOUNTS

‣ Belief

‣ Justified Belief: Assert p only if you have a justified belief that p. 
‣ Douven 2006, Lackey 2007; Kneer, 2018, 2021



ACCOUNTS

‣ Belief

‣ Justified Belief

‣ Truth: Assert that p only if p is true. 
‣ Weiner 2005; cf. also Dummett 1959



ACCOUNTS

‣ Belief

‣ Justified Belief

‣ Truth

‣ Knowledge: Assert that p only if you know that p. 
‣ Williamson, 1996, 2002, Brandom 1998, DeRose 1996, Adler 

2002, Hawthorne 2003, Garcia-Carpintero, 2004, Turri 2011, 
Benton 2011



warranted 
assertions

NORMS OF ASSERTION

mere belief knowledgetruthjustified belief

epistemic
situation  



WILLOW TIT

‣ 70 % of predator calls are false
‣ Haftorn, 2000, Behavior



mere belief certainty

warranted 
assertions

WILLOW TIT

true belief



WILLOW TIT

‣ Low standard of ‘assertion’
‣ ‘Better safe than sorry’ (?)
‣ Not helpful to call only when certain



NORMS OF HUMAN ASSERTION



ACCOUNTS

‣ The question for the norm of assertion is an empirical 
question (Pagin, 2016; Turri, 2014). 

‣ There is only so much we can do from the armchair - it 
needs empirical studies.  



GAME PLAN



GAME PLAN



SCENARIO

TRUE FALSE

Bob has a friend, Jill, who has driven a Buick for many years. A Buick is an 
American car. Bob therefore thinks that Jill drives an American car. 

Jill still drives a Buick. Unbeknownst to Bob, Jill now drives a 
Mercedes.



SCENARIO

Q1: Should Bob say Jill owns an American car? (Yes/No)
Q2: Is it true that Jill owns an American car? (Yes/No)



FACTIVITY

The vast majority considers a false
yet justified belief as assertible.

461 (495)
252 40

Kneer, 2021: Norms of assertion in the US, Japan & Germany, PNAS



GAME PLAN



GAME PLAN



SCENARIO

JUSTIFIED UNJUSTIFIED

At the airport, a woman asks Carlos at which gate the flight to Paris leaves. 
He checks the monitor and says “It leaves at gate 24”. 

The monitor says the only flight to 
Paris leaves from gate 24. (justified)

Carlos can’t find the flight, but has a 
vague hunch it’ll leave from gate 24. 

(unjustified)



SCENARIO

Q1: Do you think Carlos should have said that p? (Yes/No)
Q2: Do you think that Carlos's belief that p was justified? (Yes/No)



JUSTIFICATION

The vast majority considers 
justification as a requirement for
assertability.

575 (596)
310 41

Kneer, 2021: Norms of assertion in the US, Japan & Germany, PNAS



RESULTS

✗ ✗ ✗



warranted 
assertions

belief knowledgejustified belief justified & true belief

HUMAN ASSERTION



AI ASSERTION



SCENARIO

JUSTIFIED UNJUSTIFIED

TRUE Flight in database. 
Leaves at Gate 24. 

Flight not in database. Left at Gate 
24 day before, though changes daily. 

Leaves at Gate 24.

FALSE Flight in database. 
Leaves at Gate 13. 

Flight not in database. Left at Gate 
24 day before though changes daily. 

Leaves at Gate 13.

A lady asks an [experienced employee/AI-driven service robot] at 
which gate the flight to Paris leaves. He says at Gate 24. 



RESULTS

Kneer et al., (in prep): AI assertion across cultures.

 4701 (3528)
1801 39

Replicates in several experiments (n>3000).



RESULTS  4701 (3528)
1801 39

Kneer et al., (in prep): AI assertion across cultures.



warranted 
assertions

belief knowledgejustified belief justified & true belief

HUMAN V. AI



DISCUSSION

‣ Our normative expectations towards AI-driven interlocutors 
are more demanding than towards human interlocutors. 

‣ We want to see different values promoted in AI assertion.



warranted 
assertions

belief knowledgejustified belief justified & true belief

TWO CHALLENGES

Misalignment: Aligning AI agents 
with the human norm of assertion 
will jeopardise trust and reliance.

(Massive waste of ressources & 
potential).  



warranted 
assertions

belief knowledgejustified belief justified & true belief

TWO CHALLENGES

Norm Creep: Widespread reliance 
on artificial conversational agents 
might change the human norm of 
assertion - which has presumably 
evolved for good reason. 



AGENDA

‣ We need an in-depth, interdisciplinary inquiry into norms of 
responsible AI assertion. 

‣ Its findings should inform how RLHF and alignment is 
conducted - not rough guesses by engineers that make it into 
the quiz.



TIP OF THE ICEBERG



GOAL

1. Investigate norms of linguistic human-AI interaction across 
different cultures, languages, applications & contexts. 

2. Collaborate with multiple tech-firms to fine-tune LLMs & run 
real-life experiments.

3. Devise principles for the responsible design and use of AI-driven 
conversational agents.

www.talkingtobots.net

http://www.talkingtobots.net


Thank you. 

Comments welcome: markus.kneer@gmail.com
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APPROACHES

‣ Top-down Alignment: Designer identifies values and a type of 
algorithm capable of implementing them. 
‣ Requires moral competence; undemocratic; poss. no 

alignment w/ social values.  
‣ Bottom-up Alignment: No specification of values required. 

System learns from human behavior (Inv. Reinf. Learning). 
‣ Reward function opaque; might perpetuate bias. 

Allen, Smith & Wallach (2005). Ethics & Information Technology.



IMPLICATIONS

‣ Top-down Alignment: Designer identifies values and algorithm 
capable of implementing them. 
‣ Requires extra care

‣ Bottom-up Alignment: No specification of values required. 
System learns from human behavior (Inv. Reinf. Learning). 
‣ Futile - maximizes the wrong values.



Overall Military Anti-FakeNews Medical Rescue Employment

Kneer, Christen & Loi: Trust and Responsibility attribution across domains (in prep). 


